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Abstract. Over the last decades several techniques for lossless data com-
pression have been  proposed (such as RLE[!), Huffman Coding|2].
Arithmetic Coding(3], LZ[4). BWT{5). and PPM[6]). They all assume or
construct a modcl of the source which generates the message and the com-
pression ratio depends strongly on how accurately the source adhcres
to the premises. In this paper we propose a new method for eflicient loss-
less data compression in which the original message generated by a non-
crgodic source is transformed into another in which its bchaves as if it
were generated by an ergodic one. This is achieved by identifying a sct of
groups which display ergodicity when looked upon as independent sym-
bols. The identification of such groups represents an NP Problem|[7][8)(9])
and we, therefore, define a set of Advanced Search Operators which, when
combined with a Non Traditional Genetic Algorithm, allow us to find a set
of non corrclated groups of symbols to achieve the desired transformation
and achicve maximum compression.

Keywords. Data Compression, RLE. Huffman, LZ, BWT, PPM, ergodic,
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1 Introduction

RLE is a simple data compression technique restricted to messages with strings of re-
peated symbols called “runs”. When there is no “runs” RLE easily give us negative
compression. More sophisticated techniques such as Huffman Coding and its parent
the Arithmetic Coding are based on the Shannon Information Theory [10] that pre-
sents a study for ergodic sources where entropy represents the theoretical limit for
data compression. The best coding of Huffman technique is achieved when the aver-
age length of codes reaches the entropy assuming that the receptor knows the diction-
ary. However, when we consider the structure of the dictionary as an additional
header the “best coding" may give us a negative compression. Besides, Huffman
Codes does not give us an acceplable compression in case of equiprobable symbols
and is unable to compress bits streams.
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Adaptive Dictionary techniques such as LZ build a dictionary with groups of. adja-
cents symbols, in consequence, they assume that source is ergodic and the maximum
compression ratio is restricted 1o messages with these characteristics.

PPM techniques calculate the conditional probability of next symbol based on k
previous symbols. That implies to correlate the current symbol with the k symbols
which precede it.

In our model we transform a message from a non-ergodic source to other which
can be view as it were gencrated by an ergodic source consequently can be optimally
coded with some technique that assumes a ergodic source and so we achieve maxi-
mum compression.

We intend to correlate as is possible the symbols in a group at the same time we in-
tend 1o uncorrelated the groups one each other. That groups of symbols have been
called metasymbols and they are discussed in section 2.

Since we do not define a priori the number of groups, ncither the number of sym-
bols that compose cach onc and symbols are not necessarily adjacent we have a NP
problem([11]. To find metasymbols we have proposed to use:

1. A Non Traditional Genetic Algorithm. The fitness measure not only represents a
theoretical limit of compression (as entropy does) but also it considers in an intrin-
sic way the size of the dictionary (contrary to the entropy). Fitness measure repre-
sents the number of bits used to fully encode a message (header plus encoded mes-
sage), in conscquence when the fitness is less than the original size of the message
we have a positive compression.

2. A set of Advanced Operators for Metasymbol Scarching (AOMS).

Both of them are discussed in sections 3 and 4.

2 Mctasymbols

To facilitate the description of metasymbol we should conceive a message as an array
of symbols indexed from 0 to L-1 where L is the length or number of symbols that
constitute the message. Before describing a metasymbol is necessary to explain two
kind of groups which appear when we find groups of symbols.

2.1 Master Groups and Slave Groups

For simplicity we can think that a metasymbol is a pattern in the message, a group is
an instance of that pattern, a master group is the first instance we found in the mes-
sage (from lefi to rigth) and a slave group is a repeated group that previously has ap-
peared as master.

Groups are written as a set of symbols s, where subindex z means the position in
the original message, superindex i is a number of group and superindex j indicates a
relative index into the group.

Here are some examples:

Master group:

{ qu‘o. ylﬁ.l' ZJO,J }
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Slave groups: ‘o .
{ Xg s B & B2
{ xs ;6 Yo K Zu”}
(X2 Yy, 25}
Metasymbol:

{ X0, ¥Y1. 2z}

IJ}

The difference between a master group and a metasymbol is that a metasymbol is a
pattern without absolute indices referenced to the message. In a master group the
subindices reference the position of the symbol in the original message, whereas, the

subindices in a metasymbol represents the offset from the first symbol to any other
into the metasymbol, that is why the first subindex always is 0.

Superindices j allows to compare groups to know whether a groups is slave of a
master, i.e., all the superindices j of the two groups must match one to one.

The necessary number of metasymbols to codify a message is denoted by |[M],
where M = {a,B,x.5.¢,...) . In what follows we use Greek letters to represent meta-
symbols. By definition, a metasymbol is considered different from another one if:
¢ The constituent symbols differ from those of any other metasymbol.

Example: a=ayb,c,

B=agef,

¢ They differ in the subindices of the symbols that compose them.
Example:

a=a,3,3,

e They differ in the number of symbols that constitute the metasymbol, called in
what follows, length of the metasymbol.
Example:
a= noblc2
B=agbycydy
length(a )=3

length(f) =4

3.Non Traditional Genectich Algorithm: Vasconcelos Genetic
Algorithm

The Vasconcelos Genetic Algorithm [12] use anular crossover. A variant of Vascon-
celos has been proposed using PMX [13] proposed by Goldberg. Vasconcelos Ge-

netic Algorithm is identified essentially because use a crossover between the best and
the worst individuals in a population.
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3.1 Coding of the genome

The genome is built as a permutation of the indices of the message using wcight bi-
nary coding. For a message with length L we need logs(L) bits for cach index and
L*log.(L.) bits for the entire genome.

The groups in the genome are sclf-delimited because the indices of symbols which
belongs to the same group appear ordered of ascending way (from leAt to right) and if
appear an index less than its predecessor means a change of group.

We show an example for the message XoY1A223X4Ys BoZrXsyeCroz1y where we have
identified four metasymbols summarized in table 2 including the master and slaves
groups associated to cach metasymbol. The corresponding genome is:

1010 1000 1001 1011 01100100 0101 0§11 0010 0000 0001 0011

Where is possible to identily the groups:

Gl: 10

G2: 89,11

G3: 6

G4: 457

GS: 2

Gé6: 0,13

Comparing G2, G4 and G6 we know that G6 is a master group and its slaves are
groups G2 and G4.

Groups G1, G3 and GS are master groups because there is no repctition of them.

Table 1. Mcuasymbols, Master Groups and Slaves Groups for the message
Xoy|A:Z]K4)’1“.Z1tl)'q(:mlj|

Metasymbol Master Groups Slave Groups

o=Xo, Y10 23 Xa W sl T x{:, ysz"", 27‘1’)
Xs v Yo o7

B""Ao A;U‘U

X By Be

8-Co Cio"

3.2 Mutation

Note that change a bit from 0 to | or from 1 to 0 in the genome can produce an index
out of range or duplicated, this is the reason to usc other kind of mutation.
Alternatively, we propose to permute two indices, so, we will never have indices out
of range or duplicated and is no necessary to repair. Mutation is made with probability
Pmut.

3.3 Crossover

Similarly to the mutation, annular crossover can producc indices out of range or du-
plicated, then crossover is implemented using PMX. Crossover is made with probabil-
ity Pcross.
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4 Advanced Opcrators for Metasymbol Scarching

We define a set of operators which allows to manipulate a message in order to find
metasymbols.

Definition. € is a empty symbols used to indicate absence of symbol.

Arr(msg). Take a message and associate consecutive indices starting with 0 y end-
ing with L-1.

|Arr(msg)|. The number of symbols difTerent of € contained in Arr(msg) .

Jar(sy . Calculate the frequency of symbol s, in the array Arr.

Fou( ). Calculate the distribution of frequencies of symbols contained in an object
such as a matrix, an array, acolumn of a matrix, ctc., and is represented by a sct of
pair (s, fs)).

Roulette(Fyu,( )). Given a distribution of frequencies of symbols s, sclect any s; us-
ing proportional selection.

TH( ). Return a random number between 1 and L inclusive which will act as.a
threshold for the minimum number of repetitions of a group.

Pos(sy. Is an array of indicces where symbol s; appears in the array Arr.

Pos(sys. The k-th element of Pos(s)).

Right(Arr.ny. An array of size L which first n, symbols are the last n, symbols of
Arr and the rest is completed with empty symbols €. The subindices starts with 0 and
finish with L -1. Each symbol has associated a pair of superindices (ng ,i) with
i=0,1,2,..., L-1.

Vsigousun = Right(Arr,n,) where ny = L-pos(s )k

SMsi={ Vsiouuin, k=0,1,2,....1si)-1}

Sel(Cj*, 5% . Because SMs, can be view as a matrix it means to get from
SMs, the column Cj that conlains the symbol s; with the highest frequency, minimum j
and that has not been selected previously. s,* means all the instances of symbol s,
contained in column Cj. Pcol is the probability of selecting any other column and
symbol which do not comply with the restrictions previously described.

Is;*| The number of instances of symbol s; contained in column Cj

Elim(SMsi 5,4 03..en)= SMsi replacing se, with a empty symbol € ," and whenever
Se1™ dont be the j-th clement of VK in SM,

Elim(Arr s,;,). )= Arr replacing s with € Y

Elim(Arr p,.u))= SMareplacing Spoysi) i with s,.“j where k=0,1,2,...1(s))-1

Restrict(SMy sj.e;...) =( Vi of SM, such that ¢; belongs to V, )

AddColumn(Cj*). Each time we apply Sel(Cj*, s,%awm We get a column and its
number of column j which are stored in an array of columns.

EmptyArr( ). Reset the array of columns Cj°.

MatrixofMasterAndSlaves( ). ARer apply several times Sel(Cj®, 5,%) . We gel an
array of columns that is possible to order under j in ascendant order and join them to
construct a matrix. That matrix contains master and slaves groups as rows.

GetMasterAndSlaves(MairixofMasterAndSlaves ). Given a matrix with groups is
possible 1o identify the master group comparing the first subindex of all of them. The
group which have the minimum subindex is the master group.
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GetMetasymbol( ). Given a master group is possible to get a metasymbol in the
next way:
Master group: -
(50, sa¥'s s2%.c.ci5a™ )
Mectasymbol:
lsﬂ' sjll s;l'v--vs;al

Once defined the operators we can describe the Algorithm for searching mctasym-
bols in a compact way.

1. Arrfmsg).

2. EmptyArr().

3. £ A"{ )

4. DELIM= Roulette(F 4 ( ).
5. Pos(DELIM).

6. SMsi

7. th=TH()

8. AddColumn(()

9. fori=0tolL-1 doFey

10. Sel(Cj®. 5, )smp -

/1. if'5,* <Thgostep 17

12. AddColumn(Cj*).

13. Elim(SMsis,* ),

14. Elim(Arr 5,%)

15. SM.=Resirici(SM., Sere1.. o) =( Vi of SMa such that ¢; belongs to Vi)

16. repeat step9to 14

17. MatrixofMasterAndSlaves( ).

18. GetMasterAndSlaves(MatrixofdMasterAndSlaves ).

19. GetMetasymbol( ).

20. Repeat step 2 to step 19 while [Arr(msg)| >0

This Algorithm has been summarized in a Operator Called CatastroficMutation( )
used in the Genetic Algorithm. CatastroficMutation is made with probability Pcat.

In the next example we illustrate how is possible to find metasymbols from the
message xyAzxyBazxyCz.

Given the message msg ="xyAzxyBzxyCz"
L=12

ATT=XoY1A1Z;XaYsBoZ1X3YsC 10211

F ={(x,3).(y.3).(A,1)(2.3),(B,1).(C, 1))}
Pos(x) ={0.4,8)

Vxo= Right(Arr,12)

Vx= Right(Arr,8)

Vxs= Right(Arr,4,)

e 00 _ 0l 02 03 _ 04 05y O
SMsi={ {xo~ %" A7 2 x>y B 2% xg™ yo ™ Co™"° 2" ),

10 1.0 1.2 1) 14 K] 16 ; ;
(xe'* ys"' Be'? 27" %y Cio'® 2! € £ €M M),
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10 21
Yo Clou Z“D E"‘ EI.S £ 1.6 € 1.7 £ 13 £ 1.9 £ 1.10 € L }

{xs
)
Let Th=3
AddColumn(0)
Fermt3)e Fermt(r3), Fem (A DB, (CD), Fes =l Feml(x2)),
Fes= (23 Fes={(B)(CDY, Fe=4(z,2)}, Foar={(x, D)}, Foy=l(y. Dy Fepo=UC 1D,
Feu={(z,1))

SEI(C}T‘. S,‘)y.,,m-a retums Cj‘=|, Si.=Y|_5_9

AddColumn(1).

Elim(SMsi s,‘ N

SMSi'_"{ {XO,O ?.: Az:,'z 0 X4 85 B 270_7 xiﬂ,l &0,9 C‘oo_lﬂ 2”0,“ }'
{x‘ B'zz"’x & C l'leu el,o E:1.10 EI'“ ,.
‘x yllcou ue e's ¢! cl? e '’ g 110 s""]

}

Elim(Arr 5,%). Atr= Xo€,A22;3X4€5B21X1€5C 021
SM,=Restrict(SM,; S c3...a0)
SMisi={ lxo°'° ylo.n A,M z,” x4 Eso's B 2,%7 % &% C, 0" ;%" ],
lx4"° ysl.l By'? 2" x,* &' Cio'® z.."’ e'd gl? ghio gn ),
[x'z.o y'u Cmu z“u gt g!S s gl g8 19 g o Et.ll,
}
F('O={(xs3)}1 F('fz“)"'3)’| F‘('}"{(AJ)-(BJ)t (C,l},. FI'J -{(zv3)'! Ff'l"(x|2)lo
Fes={), FeestBILCD), Fe={(z2)}, Fo=tx D) Fo=l), Fo=l(GD),
Fen=l(z,1)}

Scl(Cj®, 5;*)smu*™%  retumns  Cj*=3,s5°=y151
AddColumn(3).
Elim(SAfsis,* ),

SMSi=I !xoo.o ylo.l Azo.z Z, 0) & B 37 0.7 x'o.l &0.’ Cloﬂ,lo Elll:l.ll "
!,QL ¥s 1.1 B 12 271.1 x Eq C 17 £ 13 € 19 € .10 € LI }‘
{X'IO 2.1 C 22 IJE e e El.’ sl,l 81.9 eI.l(i el.ll 1

)
Elim(Arr 5,%). ArT= Xo€,A€;X4E3s Bo€1Xs€C 10€ 1)

SJ"’!.j:Re FfﬂCf(SAI\l Selel,. fr)

| 0 0 0, 06 7 08 09 0,1 F

SMsi={ {x° ¥ A2 2 xM e B &% x7 & Cio ® &y,
{X 10 ll B 12 2 IJ Xs l4 l,l Cwl.b £“I.'.' £ 13 EI,G € 1,10 £ 1.1 le
[xlzo yil C 22 2,)8!4 EI.S sI.o el.? El" tl,’ £

110

€ L ,

)

MatrixofMasterAndSlaves( ).
0,0 0,1 03
%0 Y 3 P

= 1.0 1.1 |

Cols x4 s 25
20 2,1 23

Xg Yo j*
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Get\MasterAndSlaves(MatrixofdasterAndSlaves ).
Master group: TR yIU,l z;u ’

Slave groups: 1'%y 2" )
txs™° yoo' zi*’)
GetMetasymbol( ).
{Xo Y1 2}

In a similar way we can find the metasymbols {Ao), {Bo} and {Co}.

5 Experiments

Several experiments have been tested to probe the efficiency of the algorithm, hecre
we show the result of a experiment with the message

POQOQQQQQQQQRRRRRRRRRRSSSSSSSSSSTTTTTTITTTUUUUUUUUUUV
VVVVVVVVVWWWWWWWWWWXXXXXXXXXXYYYYYYYYYYZZZ772Z
7.7.77.a2aaa22a2abbbbbbbbbbecccccccccddddddddddecceeceeee MTMMTIggeeeepeee

....................

0000PPPPPPPPPPYYYYYYYYqqrTTrITTITrSSSSSSSSSSULTTTTITIUUUUUUUUUUVYVVYVVVVVWIVWY
WWWWWWWXXXXXXXXXXYYYYYYYYYYZ222222222"

than can be compressed successfully with RLE whercas Huffman Technique provides
negative compression (-1.44 %).

Our method find just one metasymbol o, where

o= { A B CrDioLaF Gl otk 1ol 110M120N1100140P156Q160R 170S 180 T100U200 V 210

! . . . PR
W 220 X230 Y 200 00itzenDrnuCanudiont 00l 3108320033013 40l 350K 6003 70M 380M3000400P 4108 420 430540l
sl VarmWannXenYsou?s10)

that is repeated 10 times. Now, the message encoded with metasymbols looks like
aaauuaaaada. and we can compress up to 84.28 % using Hullman Coding and in-
cluding the dictionary. A full description about the implementation of this method can
be found in [ 14].

6 Conclusions

‘The sclecting n‘l' the busic symbols (called metasymbols) in a message is important
?)ccuusg dclcrm_mc.\ the maximum compression ratio we can achicve. We showed that
is possible to llpd metasymbols and apply a entropy coder to the new message to gel
hetler compression ratios.
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Advanced Search Operators combined with Vasconcelos Genetic Algorithm have
been used successfully to find patterns in an approach the to associated NP problem.
Because we don not define a priori the number of metasymbols. neither the number of
symbols which constitute them, we think in a kind of unsupervised clustering which
can be of interest in data mining.
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